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When troubleshooting you’re rarely able to immediately say “this is a database problem”, ”this is an application problem”, or “this is a network 
problem”. The key is that if you’re working with experts in other areas or even if you’re trying to cover all the areas yourself, don’t rule things 
out prematurely. If someone calls me in for a problem, I do my best not to just say “That’s not the database.”, even if it clearly isn’t. Even if it 
isn’t the database, often there are clues that you can find within the database that may help others locate the problem in their areas. My 
approach is to start from “This is in the database, but where?”, and then once I have significant proof it isn’t, provide others with the details 
that will help them in their own troubleshooting efforts.
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It is hard to perform proper troubleshooting if you don’t have the documentation to understand what is in place, and if you haven’t prepared 
with basic skills ahead of time. It is hard to practice troubleshooting, but you can at least practice using the tools. I worked with a junior DBA 
once who would pass his laptop to me and say “break my database!”. He was running Db2 on a VM, and this was an excellent way for him to 
come across at least a few scenarios to practice on.

Asking questions is one of the most important troubleshooting skills. The first symptoms of a problem may come in through user complaints 
and “the database doesn’t work” simply isn’t enough information. Gather all the information you can, as you never know which details are 
going to be relevant.

It is easy in the heat of troubleshooting to start chasing what you think is the problem and overlook some basic. The two things that come to 
mind here are checking the diagnostic log for errors and checking to see when the last runstats was. These are both fundamental things that 
may be critical to the problem. Never forget to check the basics.

I well remember the days when searching a problem online didn’t return many results, and we spent a lot more time with the manuals and 
asking our colleagues for advice and expertise. Now there is a wealth of information online, and even if someone doesn’t have the exact same 
problem, their information may point you in the right direction to look or try things.

It is very helpful if you can formulate one or more hypotheses as to why the problem is occurring and why now. With those in hand, you can 
move forward to actions or information gathering that can either rule out or confirm your ideas.
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It is very important to stay calm, positive, and focused while troubleshooting. If someone called you in the middle of the night, and you had 
trouble logging in, and you’re nervous, just taking a moment to take a deep breath can be hugely beneficial.

There’s an internet legend of someone who was having query performance problems and found a post online recommending truncating the 
table. They truncated the table, and only then learned that truncation meant deleting all the data, and their data was now gone. Maybe that’s 
an extreme example, but it is easy to run across commands that you don’t understand while searching. Be cautious and make sure you 
understand the impacts before running these commands. Many commands can impact performance or availability further, and some can cause 
harm that is hard to undo.

As absurd as it may seem, this also applies to recommendations from IBM support. More than once, I’ve had support recommend something 
that will cause an outage without telling me it will. More than once, I’ve had support recommend something that was not appropriate for my 
environment. Ask support questions about the impact of their recommendations, and if they cannot answer those questions, either insist on 
answers before you run them, or research to understand the impact yourself. 

It can be tempting when troubleshooting to change a number of things at once, particularly if you have more than one thing you need to try 
that requires an outage. Try to resist this and change only one thing at a time, so you understand what it is that really resolved the problem.

If possible, remove changes that did not fix the problem. Sometimes you try things, and it’s best to remove them if they did not work.
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One of the keys for troubleshooting is to ask questions. This is more important for performance troubleshooting than any other area. I once 
had a developer come to me with a performance problem, complaining that simply returning the CURRENT TIMESTAMP from 
SYSIBM.SYSDUMMY1 was taking 800 milliseconds – nearly a whole second. This should return very quickly. As I started to investigate, he sent 
me a screen shot showing the time, and it said 800 microseconds, not milliseconds, which was much more reasonable. Always ask questions, 
always ask to see what someone is looking at and dig into the details
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It is sometimes easy to start off investigating a problem, find a promising direction, and loose sight of the bigger picture. For example, if I have a 
graphic like this one representing wait time within my database, and I go off looking into a network problem, the most I can decrease database 
wait time by is 0.5%. In this example, my bottleneck is clearly LOCK_WAIT_TIME, and if I spend too much time in other areas, I’m probably 
wasting my time. Even if I completely eliminated all pool read and all network time, I’d barely touch the overall wait time. That doesn’t mean 
that there cannot be some other area contributing to the lock wait time, just that if whatever I’m working on doesn’t reduce lock wait time in 
some way, it is not addressing my bottleneck.

There are often bottlenecks in database systems. As soon as we eliminate one, something else shows up as the new bottleneck. I remember 
when a network bottleneck was eliminated once between application servers and the database server – the network went from 10M to 100M. 
And that made it so database performance was the new focus. Had database performance changed? No. But with the old bottleneck gone, the 
database was the new bottleneck.
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There is a search box at the upper right. The search in the IBM Db2 Knowledge Center is an order of magnitude better than it used to be. 
Google or your favorite search engine will also return pages from the Knowledge Center, but sometimes in different languages.
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By clicking the plus-sign at the left of any search result, you can get an idea of what the result looks like to decide if it is the one you actually 
want to click on.
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Some of the changes between versions are drastic. It is critical to make sure you’re looking at the documentation for the version you’re working 
with. On every page, there is a drop-down box that allows you to select different versions of that page. For some versions, some pages don’t 
exist. For example, BLU functionality was added in 10.5, and so the pages related to 10.5 don’t exist in 10.1 and before. Documentation is also 
removed for the oldest versions.
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For any page you’re on, you can also pull up the table of contents. This will show all the different areas, as well as where the page you currently 
have up is within the hierarchy. For old-school dbas, this is really easy to navigate because we used to have to use an entire shelf’s worth of 
Db2 books to find this information.
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It is amazing how much is in the Db2 Knowledge Center. Even DBAs who have been working with Db2 for a while don’t always realize the depth 
of the documentation. The “Database fundamentals” and “Database administration” sections have some more conceptual Db2 topics. The 
“Database Reference” is where DBAs spend most of their time, but the “SQL” section there has a lot of details for developers, too. Some of the 
structure here may be faster to navigate than search. If you’re new to Db2, just perusing some of these topics may be interesting.
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https://www.ibm.com/docs/en/db2/11.5?topic=statements-flush-package-cache 

Each command is laid out in detail in the IBM Db2 Knowledge Center. Note the authorization section which specifies what authorities or 
permissions are needed to execute a command. The syntax diagram follows a specific format covered on future slides. At the bottom of this 
page, there are often examples of executing this command.
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https://www.ibm.com/docs/en/db2/11.5?topic=sql-how-read-syntax-diagrams
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Each configuration parameter is described in great detail in the IBM Knowledge center. Note particularly the Parameter type, which tells you if 
a parameter can be changed online or not. The recommendation section often provides a bit of advice on things to consider when setting a 
parameter.
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There are some pages that you find yourself visiting again and again. These are a few of them that I find myself returning to over and over 
again, even after 19 years of experience.
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Some places do not allow access to the internet while connected to their VPN. Sometimes the IBM Db2 Knowledge Center is unavailable – even 
if this is for short periods of time in the middle of the night, it always seems to be when you’re in the middle of a major problem or change. 
DBAs don’t always sleep.
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IBM was hesitant to continue offering PDF and offline forms of the Db2 documentation with 11.1. However, an RFE (Request for Enhancement) 
was opened, and it was the most popular one. IBM decided to start offering offline documentation again, in the form of PDFs. Some places do 
not allow access to the internet while connected to their VPN. Sometimes the IBM Db2 Knowledge Center is unavailable – even if this is for 
short periods of time in the middle of the night, it always seems to be when you’re in the middle of a major problem or change. DBAs don’t 
always sleep. It is great to have another option available. The key is to download these before you need them.
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There is a wealth of information available in Db2 error messages.
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Each Section for an error on an error page has a well-defined structure. Knowing that structure can help you find the data you’re looking for 
more quickly. The first part is the actual error message in its generic format. Next, in the explanation section, there is a plain text description of 
the error and descriptions of each reason code, if there are any. Finally, in the user response section, there are ideas for things to try to deal 
with the error, including suggestions specific to different reason codes.
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Some of the error messages in the Db2 diagnostic log can seem a bit cryptic. The db2diag system command can be used to help you translate 
odd error messages into something you can more easily look up. In this case, 800F006A translates to SQL30082N.
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https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.admin.cmd.doc/doc/r0011728.html
https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.admin.trb.doc/doc/c0020701.html

The db2diag tool is excellent for parsing the Db2 diagnostic log and sorting through the information available there. You could also choose to 
query what’s in the Db2 diagnostic log using the PD_GET_LOG_MSGS table function.
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Monitoring is a general term that may include a lot of different potential reasons and actions. In the case of this presentation, we’re talking 
about real-time monitoring to see what is going on in the database at the moment and to troubleshoot problems.

39



There are a lot of choices in real-time monitoring. Which you choose depends on your purposes, constraints, and preferences.
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This is a summary of the major options for real-time monitoring and the areas in which they succeed or fail.
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dmctop has a lot of great information on the database overview screen. A few things to note are that I and some friends have seen the CPU 
usage metric not be very accurate. Personally, I love the read efficiency metric, which was not available in db2top. On this screen, there are two 
panes – the left menu pane and the right output pane. Keys pressed currently have a different meaning depending on which pane is active, so 
if keys aren’t doing what you think they should, try hitting ESC to put the focus back on the menu pane.
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There are two different time modes for dmctop. The Delta mode allows values to be reset.

50



My favorite screen in dmctop is the time spent screen. It provides a nice overview of where Db2 is spending time that allows you to drill down 
into problem areas or quickly see where a problem might be lurking.
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Db2pd has a few advantages. First, it can be used without a database connection, meaning that if the database is hung, you can still get 
information. It is also a very lightweight interface, so there is very little risk of it adding load to a busy server. I find it most useful in a few areas, 
listed here. I often also find the –repeat option useful to have it repeat the command every minute or so – allowing me to track the progress of 
something like HADR.

52



53



54



55



SQL interface to lightweight in-memory monitoring
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https://datageek.blog/en/2012/12/04/getting-the-most-out-of-db2-support/
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When troubleshooting you’re rarely able to immediately say “this is a database problem”, ”this is an application problem”, or “this is a network 
problem”. The key is that if you’re working with experts in other areas or even if you’re trying to cover all the areas yourself, don’t rule things 
out prematurely. If someone calls me in for a problem, I do my best not to just say “That’s not the database.”, even if it clearly isn’t. Even if it 
isn’t the database, often there are clues that you can find within the database that may help others locate the problem in their areas. My 
approach is to start from “This is in the database, but where?”, and then once I have significant proof it isn’t, provide others with the details 
that will help them in their own troubleshooting efforts.
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Ember has 19+ years of experience with Db2 on Linux, Unix, and Windows platforms. She is the founder and principal author of the popular 
datageek.blog technical blog where she educates herself and others through example and case study. Ember is an IBM Gold Consultant and 
IBM Champion in Information Management.
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